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Abstract—Future design environments for embedded systems  Unfortunately, present commercial design environments [1],
will require the development of sophisticated computer-aided despite their effectiveness, characterize the project specifica-
design tools for compiling the high-level specifications of an appli- tions only at the RT-functional/behavioral levels by directly
cation down to a final low-level language describing the embedded L . .
solution. This requires abstraction of technology-dependent as- taking into accou.nt features such as time, cost, "?md’ Somet'mes'
pects and requirements into behavioral entities. The paper takes a POWer consumption. In some cases further details are needed if
first step in this direction by introducing a high-level methodology not the whole description of the HW/SW physical architecture
for estimating the performance degradation of anapplication [2], [3].
affected by perturbations; a special emphasis is given to accuracy In this paper, we move in the abstraction direction by for-

performance. To grant generality it is uniquely assumed that lizi hat | v def “oerf d
the performance degradation function and the mathematical malizing what we can loosely deline as “perjormance degra-

formulation describing the application are Lebesgue measurable. dation” of an application, namely a measure of adherence be-
Perturbations affecting the application abstract details related to tween the performance of the implemented computation, sub-
physical sources of uncertainties such as finite precision represen-ject to architectural/physical constraints, and the ideal uncon-
tation, faults, fluctuations of physical parameters, battery power gyrained one. The classic scenario is represented by a sophisti-

variations, and aging effects whose impact on the computation can . - - L
be treated within a high-level homogenous framework. A novel cated signal/image processing embedded application where the

stochastic theory based on randomization is suggested to quantify Physical implementation somehow limits the application per-
the approximated nature of the perturbed environment. The formance because of cost, memory, device size, and power con-
the performance degradation of the application once affected by ° ks 14
e per ; ;
pertgrbations. Such ignformation can thgrﬁ) be exploited by HW/SWy General perfprmance degrada_tlon_ estimates  cannot be
codesign methodologies to guide the subsequent partitioning extracted by gX|st|ng tOOIS_ [1] Wh'c_h’_ in the best ca}se, only
between HW and SW, analog versus digital, fixed versus floating measure the impact of a finite precision representation of the
point, or used to validate architectural choices before any low-level computational flow on accuracy for a given input. In such
design step takes place. The proposed method is finally applied to cases, the designer fixes the number of bits for the different
real designs involving neural and wavelet-based applications. architectural entities, selects the quantization operator (e.g.,
Index Terms—Approximated computation, embedded system truncation, rounding, or jamming), the architecture supporting
design, high-level design, randomized algorithms, sensitivity the computation and the input pattern. The simulator, by
analysis. propagating the input, provides the actual error-affected output.
Such simulators are limited to finite precision aspects, cannot
|. INTRODUCTION support a mixed digital/analog analysis, and do not provide
any confidence index for the obtained results. In addition, a

T IME-TO-MARKET, cost, device size, and low-pawer re'change in the quantization operator implies a new simulation

quirements are pushing the research in embedded app'ﬁ&ﬁa the analysis provides only a local indication of the accuracy

tions toward the development of sophisticated high-level desi Brformance degradation in correspondence with the specific
tools. The “dream” is to describe the application at a very hi put

Iev_el tgnd ge_tnebrlat?, bf)_/ mle_ansl ofa ctor:jpller, a formal target Yet, effective and reliable application-level performance es-
scription surtable for finalimplementation. timates can be exploited by lower level synthesis layers, e.g.,

The firsF step to be takep in this_ direc“‘?(‘ reguires movin dimensioning the data word length, deciding if a floating
the formalization of the project and its specifications toward t int operations is needed or a fixed point operation can be used

. : ) 0
highest abstraction levels; the second step addresses the d i¥Elead. even solving the issue of analog versus digital imple-

opment ofsuita_lble_computt_er—aided_desi_gn (CAD) tOOISfor_Corﬂientation for the different parts composing the computation.
piling the application and its specifications to a synthesaabéeuch aspects solely depend on the robustness of the applica-

description. tion and have in turn a great impact on cost, memory dimen-
sioning, low-power consumption, and accuracy performance.
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a high robustness degree implies that a reduced number of pitsver or any other well-defined source of uncertainty. There-
can be considered to represent a module computation witlioge, fixed-point analysis addressed by present CAD tools is
consequent positive impact on power consumption and memayly a special case of a more general framework and, as such,
size. The loss in performance—accuracy induced by perturlvél be here suitably extended and completed.
tions must be measured with a suitable figure of merit designedThe novel formal methodology here suggested for estimating
to characterize the relevant features of the application. Sutie performance—accuracy loss of an application acts directly at
information will be used in subsequent lower design layers tbe application level and can be integrated in existing CAD envi-
guide the designer toward the identification, dimensioning amdnments, and itis general and removes the hypotheses assumed
characterization of the final physical architecture, e.g., as doimethe related sensitivity analysis literature to make the mathe-
in [5] and [6] for linear or linearisable applications and a noismatics more amenable. Several authors focus attention on very
to signal ratio figure of merit. Therefore, determination of apecific and limited classes of computation [7]-[10], consider
reliable measure for the performance loss induced by behéwnearized analyses based on some small perturbation hypoth-
ioral perturbations can be effectively exploited in subsequessis [5]-[9], postulate particular properties, and assume unnat-
low-level design phases. ural behaviors for the perturbation/computation [6], [8]. Since
The paper addresses the performance degradation/pertuflséi-main aim is generality, we remoxeL limiting hypotheses.
tion issue at the very high level and, hence, independently frdmparticular, the suggested methodology:
implementation or technological aspects or any other low-level « is applicable to all Lebesgue measurable applications;
feature. The performance—accuracy aspect can then be immedis can be used with all Lebesgue measurable figures of merit;
ately extended to cover different problems related to the com- « deals with generic stationary perturbations;
puter arena since computation accuracy can be seen as a caseis characterized by a polytime complexity in exploring the
of a more general framework addressing the performance vari- perturbation space to estimate the performance loss of the
ation induced by some unspecified sources of perturbation. For application and can be easily implemented within a CAD
instance, the suggested methodology can also be applied to ana- environment;
lyze the impact of fluctuations in battery power on performance, e is independent from low-level implementations and tech-
where performance must be suitably defined as a function of nological details;
clock frequency, throughput, latency, etc. In the following, the < extends and completes finite precision analysis present in
focus is on the loss in performance accuracy but the reader can available CAD tools (which constitute a particular subcase
suitably extend the theory to the specific performance degrada- of the theory).
tion case. The structure of the paper is as follows. Section Il introduces
The methodological high-level framework for accuracy estihe concept of probably approximately correct computation, the
mation is based on the intuitive concepts of perturbations afiboretical framework developed to characterize and estimate
perturbed computation. the accuracy of a perturbed computation. Section Ill provides
Definitions: the skeleton of the methodology by introducing the polytime al-

1) The computational accuracy index is an estimate of the ac@@fithms derived from the probably approximately correct com-
racy loss induced by perturbations affecting the applicatioutation theory and shows how the methodology can be inte-

2) The reference computation is the computation associaf@@!€d within CAD tools. Experiments are finally given in Sec-
with the algorithm solving the application. tion IV where the theory is applied to two real applications.

3) The perturbed computation is the reference computation af-
fected by perturbations injected in a set of perturbation in-ll. A PROBABLY APPROXIMATELY CORRECTCOMPUTATION

jection points. _ _ ~ Aperturbation affecting a computational flow transforms the
4) A perturbation in a point of the computational graph is @rror-free reference computation in the perturbed counterpart

discrepancy between the ideal “error free” computation prgng, hence, the ideal computation in an approximation. We for-

vided by the reference computation and that provided by theyjize in the following the key elements of the perturbation

perturbed computation when the other sources of perturbgrglysis.

tions have been switched off. Denote byy = f(z),y € Y C ®*, 2z € X C R the

Here, perturbations represent abstractions of physical unc&athematical description of the reference computation and by
tainties affecting the computation. The key point of the analysis € L € R’ a genericp-dimensional perturbation vector, a
is based on the fact that if a module is robust with respect to pgRmponent for each independent perturbation affecfifg).
turbations defined within a domain, then all physically relategepending on the application, the characterization of the input
sources of uncertainty associated with the embedded system$aceX and the perturbation spaég the analysis can be deter-
plementation or errors arising during its operational life and bginistic or stochastic. In the latter case the probability density
longing to such domain will induce a tolerable performance log§inctionspdf y andpdf, of X" and D must be provided. De-

Common sources of errors affecting the computation, whi€t€ byya (x) = fa () the perturbed computation. _
de facto can be intended as particular realizations of the per—'t_ is intuitive that when the size of th_e perturbation domain
turbation, are finite precision representations, deviation of pSfinks to zero the perturbed computation converges to
rameters from nominal values due to the production process or .
aging effects, faults affecting the device, fluctuations in battery VO&%?% ya(z) = y(z), Yz € X (1.1)
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where Vol denotes some statistical volume measure definadere the effect induced by a physical error is not known, apart
over D, e.g.,Vol is function of thepdf;’s variance. from the fact it belongs td.

To characterize the accuracy of the approximated computaEach perturbation has a different behavior being parameter
tion w.r.t the referenced one we have to compute the discrepaspgcific. For instance, in the case of analog solutions, the pro-
betweerny = f(x) andya = fa(z) by means of a suitable, butduction process of physical parameters (e.g., a resistance value)

general, loss function provides values subject to gaussian distributions [12], [13]; if
we wish to study the ensemble behavior of a circuit we have to
w(z, A) = u(f(x), falz)). (1.2) consider parameters varying In. Variations due to aging and

thermal effects represent another example where physical errors
The methodology must deal with the largest class of functiofgn be modeled and abstracted by perturbations belonging to
f (x) to be applicable to a wide class of applications; this cdR digital realizations perturbations can be associated with quan-
be accomplished by requiring that(z, A) is measurable ac- tization effects, which can be nicely modeled as uniform pertur-
cording to Lebesgue with respect to (w.rX)andD and thatin- bations defined over an interval [8]. With a suitable choice for
puts and perturbations are stationary processes (their stochagtiwe analyze, in a unique solution, the possible effect of any
characterizations do not change over time). physical error without the need for studying the effect of each

Basically, all functions involved in signal/image processingn performance accuracy.

are measurable according to Lebesgue [11]. In fact, all contin-In several cases, we do not know anything about the distribu-
uous functions and almost all noncontinuous nondifferentiaggién of the perturbation oveld apart from the fact it is bounded.
relevant functions related to sensors and data processing Hi€ designer can therefore select for such cases a uniform dis-
measurable according to Lebesgue. Surely, the mean squ#Rtion. In fact, the uniform distribution considers all pertur-
error (MSE), the noise-to-signal ratio (NSR), the max functio®ations in the dominion to be equally probable and it is shown
all L, norms and their compositions are measurable accorditigt its adoption is quite conservative, in the sense that it is more
to Lebesgue and constitute common examplesufar, A). Severe than many other distributions [14], [15].
Fourier, Laplace, Wavelets, Cosine series and transforms,
filters, neural networks, physical-based and identified modefs, Verification Problem: The Perturbatioa is Arbitrary,
just to name a few, their composition, and much more compléxt Fixed

strongly nonlinear functions are measurable according toThe evaluation of the accuracy loss associated with the ver-

Lebesgue. ification problem requires knowledge of(z, A) which, for a
The proposed analysis for evaluating the performance logéneric Lebesgue measurable functios: f(x) and a generic

(7 (.’L’, A), or verification prOblem can be divided into two dif- YA = fA(-T) is not available in a closed form. We can charac-

ferent cases reflecting the applications needs. terize the performance loss by following a different approach,
The first verification problem addresses the case in whighich requires testing whether

the reference computation is affected by a fixed perturbation
The perturbation can be of any nature: structural modifications u (z,A) <~y hold ornot Vz € X (2.1)
of the reference computation (we modify part of the algorithm
which can be represented as a completely different functioncorrespondence with all positive valugs. In other words,
ya = fa(x) = g(x)), a given finite precision representatiorwe are quantifying the loss in performance accuracy of the
for some parameters of the algorithm, or removal of some comhole application. The analysis is completely different from
putational units. Note that the first case is extremely generfl6] since (2.1) and the following derivations require, within
Examples are the implementation of a nonlinear function with perturbed environment, investigations over the whole input
an approximated solution (e.g., Taylor or similar expansionsjpace. Instead, the focus of [16] is on a fixed input set and,
lossy transformations for data compression (e.g., wavelets), wathin such a framework, the impact of generic perturbations
moval, or switching off some parts of the computation. The efffecting the computational flow is studied.
fect of a fixed perturbation is to bias the computation, which We denote byy the minimum value ofy for which (2.1) is
diverges from the nominal one for the systematic presencefolly satisfied, i.e..u (z,A) < 4 holdsVz € X. ¥ identifies
a distortion;de factothe perturbed computation can be repreahe maximum performance loss induced Ayon the compu-
sented with a new function. No stochastic description is needidion and, hence, it provides an index of performance accu-
for the perturbation, which is given, fixed, and hence determiracy. Despite the fact that identification of the exgcmight
istic. The goal of the fixed perturbation verification problem idhe extremely difficult for a generic function, its value could
therefore, to characterize the accuracy loss introduced by shehtoo conservative for subsequent analyzes. This aspect has
perturbed computation. been pointed out by other authors in problems related to the
The second verification problem addresses the case in whidbntification of the robustness margin index for robust control
the perturbatiom\ is not fixed but can assume all values withif17]—[19]. In fact, the maximum error is excited by particular
the dominionD. This problem is much more complex than theerturbations which arise, in general, with a very low, almost
fixed perturbation one since, in generBljs continuous; in this null, probability. The risk of a deterministic worst case analysis
case the probability density functignl{ ;, describes the proba- is to be too conservative (is overdimensioned w.r.t. the appli-
bility that a value of the dominio® arises and affects the com-cation needs) with a subsequent inefficient use of resources. We
putation. In other words, this second problem addresses the cagecome back to this concept in later sections.
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A dual probabilistic problem can therefore be formulated fan the robust control community [17], [18] in developing robust
(2.1), which requires that the perturbed computation satisfy,@ntrols based on a probabilistic framework.
least with probability, a desired performance level Denote Therefore, the use of a probabilistic approach for verifying
by X, the subset o) for whichu (a:, A) < v holds for a given the performance loss associated with a perturbed computation
~. The probabilistic verification problem aims at computing thdoes not constitute a limitation. Despite the evident advantages,
weighted volume ofX satisfying (2.1) according to the proba-which will arise in the next sections, we have to remember that
bility density function the application field we are dealing with is the design of em-
bedded systems for signal/image processing. In these applica-
' - tions a probabilistic setup is already implicitly hidden in the ap-
Pr(z€ X,)= / pdfxdx =Pr(u(x,4) <v).  (22) plication. In fact, in most of embedded applications, inputs are
X, signals and images [20] which are error affected, the parameters
of the model have been identified [20]-[22] (and are therefore

From (2.2) the definition of probably approximately CorreCtttected by a probabilistic uncertainty), the reference compu-

computation (PACC) follows. tation is an approximation of the “true” unknown computation
Definition: We say that a PACC is attained at level> 0 [21], etc PP P

with probability, when As an unorthodox and limit example to intuitively understand

what is behind the theory and why a probabilistic approach is
Pr(u(z,A) <) >2n,Vr e X. (2.3) reasonable, we consider a mobile phone designed according to
~—PACC to tolerate a maximum performance Igss could be
In other words, the probability that the performance loss &me voice-based signal or features processed by the device. In
smaller thany in X is greater tham. The probabilistic problem the reasonable case thaify is continuous, an instance of
is weaker than the deterministic one and tolerates the eXiStemCing a performance loss greater thawill arise with low
of a set of inputsz for which the bound associated with theprobability (possibly null) during the operational life of the de-
loss in performance might not be satisfied¢, A) > ); the vice. Since its effect is to amplify the performance loss above
probability of encountering such critical points is smaller thag it can be seen as an additional noise affecting the device. The
1 —n. The rationale behind this is that if we introduce a perfolaser will not realize this error by claiming that the disturbance
mance losgy we can guarantee that the perturbed computatighdue to external environmental conditions (e.g., electromag-
does not introduce an error greater thaffor at leastp% of netic distortions, low-power signal, etc) and by not blaming the
inputs. Of course, we would rely on the computation only dievice. Conversely, a more accurateill allow for a better di-
100% of inputs induce, in probability, an error belewthis mensioning of the device by reducing silicon area and power
issue is formalized by the following definition. consumption, hence yielding lower cost and longer battery life.
Definition: We say that a computation is probably approxi- The following simple but relevant example evidences once
mately correct at level and we denote by-PACC, wheny =%  more how the PACC philosophy is already intrinsic in almost
is the smallest value for which all finite precision representation devices and how the proba-
bilistic setup provides significant advantages to the determin-
w(z,A) < 7, holdVz € X with probability one  (2.4) istic one. The example shows that a deterministic knowledge of
~ is too conservative while a probabilistic approach provides a
4—PACC is a direct consequence of PACC when the probauch more useful estimate for subsequent dimensioning.
bility 7 is one (all points inX satisfy the inequality: (z, A) < 7 Example: Consider the reference computation associated
with probability one). with the scalar product evaluation = >\, z;6; (e.g., a
The v—PACC framework allows us to measure the perfotinear filter [23]-[25]) of coefficientst; s. We assume, for
mance loss associated with the perturbed Cornputation_ In f@mp'lCIty, that no overflows/underflows occur, that truncation
it states that the perturbed computation induces a performarte= [061, ..., 66,] affects the coefficients, and thatis large.
loss smaller thas with probability one; the set of points,if not To make the mathematics more amenable we also assume the
empty, inducing a performance loss greater thams a mea- inputs to be mutually independent a}nd uniformly distrilguted in
sure according to Lebesgue null. the [-1,1] interval. If we considet (A) = 6y = (y — y (A))
The reader could cast some doubts about the validity of resid @ loss function, the cumulated error is the random variable
and worries about the use of a probabilistic approach to estiméie= Doy L6,
the accuracy in performance (think of the case in which random-In a deterministic setup, we have to consider the worst case
ization is not extracting the worst perturbation). We first notanalysis. Thez = z; vector which maximally amplifies the
that points inducing alossin performance greater thaould error has Comgonents with absolute value 1 and opposite sign
arise during the operational phase of the device with an alméth respect toA
null probability (are extremely rare). In addition, if the function .
we are considering is continuous with respecktand.D, so it X Y-
is thew (A)-transformed space. Under this assumption we have w(@A) < <Z |692|> -7 (2:5)
that points not satisfying the requirement, if any, lie close to the
ones which satisfy it [38] and hence the estimate value is nbhe ¥ suggested by the deterministic setup identifies the max-
far from the true valug. These comments have also been mad®um loss in performance we can expect at the device output.

i=1
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The bound we have found, even if correct, is extremely cobation). Note that the analysis is again different from [16] since
servative; we can identify a reasonable, less conservati@e; we are contemporarily exploring th€ and.D spaces.
cording to PACC. Again, the main problem of (2.6) is related to the compu-
From the central limit theorem [26] we have tlagttends to a tational complexity needed to compute In fact, a closed
gaussian distribution with zero mean and variaEl;e[éQy] = form solution can be obtained only in “toy” applications by
E, [(%5)2 = (|A|2)/3_ Please note that a common soluconsidering simple loss and probability density functions. On
tion"considered in the literature to dimension the variables ift¢ Other hand, standard operational research tools cannot
volved in the linear computation at the bit level is based onBg |mp!em§nted for a g(_aneral Lebesgue-measurablel func_tlon
stochastic approach taking into account the variance value [g nce limiting their effectiveness. We can solve the verification

[6] by means of a signal-to-noise ratio (SNR) figure of meri'oPIem by resorting to probability.

Immediately, by choosing to be three times the standard devi- Definition: We say that a PACC is attained at level
ation, we have that ~, accuracyes, and confidencen for a Max « problem

when the estimate of the maximum ovel! points
Pr (u (2, A) < V3 |A|) > 0.99 4 = maxy, ;=1.m Ep [u(z, A)] grants that
Pr(Pr(Epfu(z, A 25)<e)2n (27
and the formulation coincides with the PACC one. For solving
the~-PACC problem we have to estimate the upper bound wh&he bound guarantees that the set of paintsr which the ex-
n is close to 1; if we choose four standard deviatioppracti- pectation is greater than the estimated valig [u (z, A)] >
cally coincides with 1 and the associatets 7 = 4/3 |A| %) has a measure smaller tharsuch a statement is true at least
To easily compare deterministic and probabilistieve can With probabilityr. Of course aMin problem can be considered
assume identical perturbations of magnityég|. Therefore, and immediately transformed into\ax problem.
the deterministic problem provideg = n |§6;| and the proba- ~ Definition: We say that a computation is probably ap-
bilistic one¥, = 4/3/n |66;|. The probabilistic setup has com-proximately correct at leve, accuracye, and we denote by
plexity O (n1/2) compared to th@ (n) one possessed by thes v-PACC, when the estimate of the maximum ovérpoints
deterministic counterpart and, hence, it is less conservative. ¥ = maxg,i=1,m Ep [u(z;, A)] grants that
The provided information can be simply related to the syn- .
thesis phase by dimensioning the word length in a digital imple- Pr(Pr(Epfu(z,A)]27) <€) =1 (2.8)
mentation. If we assume a fixed point representation for coefft-is obvious thaty = # satisfies (2.8) and, thereforé,is an
cients truncating the decimal partgbits, we have th.a|t59i| < £ ~-PACC index for the computational accuracy.
271 from which%, = n277 andy, = (4/3) /n2 % ifwefix e introduce a toy example for whighcan be computed in a

the tolerated loss in accuragyve can determine the required - ¢|osed form; again we will discover that a probabilistic approach
By considering the probabilistic bound instead of the determifs more suitable than a deterministic one.

istic one we immediately “savédg,(7a/7,) = 0.5log, n bits.  Example: Considery = ax to be the reference computation
- o . with a, z, andy real scalars. We choose a physical analog device
B. Verification Problem: The PerturbatioA is not Fixed in whicha is Subject to a gaussian distributiondfean (e_g_,

The second performance verification problem addresses thé the nominal value of a resistor). We assume also that
more complex case where perturbations affecting the compg-drawn from a gaussian distribution with zero mean and
tation are not fixed, being variables defined over thepace. Vvariance. By choosing(z,A) = (y — y(x, A)) we have that
Obviously, the fixed perturbation verification problem is a sub-
case.

Different figures of merit can be envisaged to describe thgd the maximum value foy as suggested by the determin-
computational loss associated with perturbations. We feel thajc approach is plus infinity. Such a value is obviously not ac-
a natural characterization covering a large spectrum of appligaptable. Instead, by considering a probabilistic approach we
tions can be obtained by first averaging w.r.t. the perturbatigpye, at least with probability 0.99, that the required estimate
space (so as to remove the dependenciapand then consider js 5 — 33, /x; this value can be used for subsequent device di-
the maximum error amplified by the inputs. More formally, th?nensioning as we did in the previous example.

Ep[u] = ax

associated performance loss is The simple examples presented in Sections II-A and I1-B have
} shown that a probabilistic approach is already present in several
¥ = max Ep [u(z, A)]. (2.6) applications and that and+ can be obtained in a closed form

only in correspondence with toy examples supported by strong
The chosen figure of merit must reflect the needs of the spgefpotheses to make the mathematics amenable. Estimates for
cific application. The designer could consider different max logsd4 can be derived by relaxing.L hypotheses assumed in the
functions such a& = maxacp Fx [u(z, A)] (the attention is literature and facing the problem with the recent theories based
focused on the maximum effect induced by perturbations on the randomized algorithms [19], [27]-[30].
averaged figure of meritw.cX), ¥ = maxaep Var [u (x, A)], Randomized algorithms are strictly related to the Monte
or ¥ = maxgex Varp [u(x, A)] (the attention is on the max- Carlo method and turn, under weak hypotheses, an intractable
imum error of the energy of the loss function w.r.t the pertuproblem into a tractable one, in our case with a polytime
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complexity. The cost we have to pay is that results are valigtanting

in probability, with accuracy and confidence levels that can be
madearbitrarily close to zero and 100%, respectively. Wide Pr {|py — pn
evidence for the effectiveness of such approaches can be found

in the control theory community where great efforts havi other words, by considering the number of samples given by

been devoted to the analysis and design of robust controllé®s#), (3.5) asserts thapy approximateg., with accuracy:”
[29]-[32]. and the statement is true at least with probability §.

Other bounds can be considered instead of the Chernoff one
(e.g., the Bernoulli and Bienayme ones, e.g., see [19]). Never-
_ _ _ theless, the Chernoff bound improves upon the others since it
~ Inthis section, we provide a methodology based on randofgquires extracting the minimum number of samples. The Cher-
ized algorithms for estimatingandy as required in the PACC- noff hound is particularly interesting since the number of points
based theories and show how it can be integrated within futyfepe extracted is independent from the dimensioofand
CAD environments. The prov@ded algorit_hms constitute the Copnce itdoes nodepend on the number of perturbations we are
of the performance degradation estimation methodology.  considering). In addition, the number of points required to ex-

Denote byp, = Pr{u(z,A) < v} the probability that the pjore the space is polynomial in the accuracy and confidence

performance loss is satisfied at a given accuracy loss fevel gegrees; ifu (x, A) can be evaluated in a polytime so can the
The probabilistic approach needs the knowledge,afhich,  pacc problems.

in turn, requires exploration of the whal€ space, a computa-

tionally hard prqblem. Since the curse of dimensionality yvoulg_ Procedure Based on Randomized Algorithms for Solving
occur for any grid sampling oX [33], we resort to randomiza- the~-PACC Problem 4 is Arbitrary but Fixed)
tion by means of randomized algorithms.

<e}l>1-6,¥y>0,¥6,e€(0-1). (3.5)

[ll. RANDOMIZED ALGORITHMS, v—PACCAND ¢y—PACC

The evaluation of the performance loggharacterizing the
accuracy of the computation identified ByPACC can be es-
timated with accuracy and confidence level — § by means

Denote byu a generic loss function measurable according & randomized algorithms. In fact, from (3.3) and (3.5) we have
Lebesgue with respect to tthedimensional input spac& and that

by pdf, the associated probability density function. We assume

A. Randomized Algorithms

that the process generating the data is stationary. Denate by Pr{|lp, —pn|<e} 21§
the fixed perturbation affecting the computation. Extract from = Pr {|Pr (u(z,A) < 7)
X a set of N independent and identically distributed samples o 1 T
x,; according topdf,, and generate th# triplets _ 4
giop g p NZI(a:Z,A) Ss}
wherel(x;, A) is the indicator function From (3.6), provided that and é are small enough, we can

confusep., andp and (2.3) becomes
1, ifu(z,A) <y

I, 8) = {0, if w(x;,A) >y (3.2)

Pr(u(z,A)<y)z2n = pn 27 (3.7)

andyis agiven, blft arbitrary, positive value. The true unknoWfiperefore, the PACC problem immediately derives and requires
probabilitypy = Pr {u(x, A) < v} can be estimated as testing whether the relationshilp > 7 is satisfied or not. The
. ~-PACC problem follows directly from its definition. In fact,
1o whenn tends to one we can identify theassociated with the
iy = — > I(z;,A). . .
PN =N ; (@i &) (3.3) performance loss of the perturbed computation

It is intuitive that the adherence @fy to p, depends on the Pr(u(z,A)<9) =2lepy=1=7. (3.8)
required accuracy levelso thatpy — p| < e and, indirectly, . . o . S
is function of the number of sampléé we draw. The final algorithm for determining the estimateyois given in

For its naturepy is a random variable and depends on theig- 1.
particular realization of the consideratisamples (for each dif-  The obtainedy is an index of the computation accuracy for
ferent set of cardinalityv we obtain a different estimate fpr). ~ the embedded system once affected by the perturbation. If de-
This stochastic fluctuation can be tackled by resorting to pro¥ice D1 (perturbed computation 1) introduces a performance

ability and introducing a confidence degree- 6. loss41 and D, (perturbed computation 2) aloss, D, is more
Finally, the Chernoff bound [34] provides the minimunfccurate in the computation thar if and only if 41 < 4..
number of samplesV Since most of computations in embedded systems are char-

acterized by polynomial complexity algorithms, thanks to Cher-
In noff, the computational accuracy degradation can be estimated
922 (34 witha polytime algorithm as well.

(s3I )

N>
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CHARACTERISE X,
/* IDENTIFY THE ACCURACY AND THE CONFIDENCE LEVELS FOR THE APPLICATION */
SELECT €, o ;

/*TEST THE ]/ -PACC FOR THE COMPUTATION */

2

In—
EXTRACT jy» __6 POINTS FROM X ACCORDING TO pdfy
T 26t

EVALUATE {u(x,.,A), I(x,.,A)},i =1,N;
GENERATE THE FUNCTION 5 = p . (y),Vy 2 0;
SELECT THE MINIMUM VALUE 7 SO THAT P, (;7): LYyz7y.

7 1S THE ESTIMATEOF ¥ .

Fig. 1. The procedure for estimating the performance {oss

C. Procedure Based on Randomized Algorithms for Solving CHARACTERISE X AND D;
the y-PACC Problem 4\ is not Fixed) /* IDENTIFY THE ACCURACY AND THE CONFIDENCE FOR THE APPLICATION */

An estimate fory as required in (2.6) can be obtained bylpentiFy €, o,
sampling the input space accordingiidf . If we considerd]  /*TestTHE £y -PACC OF THE SOLUTION */
samples, an estimate of the maximum can be obtained as

2M

In—

~ SELE Ind ] :
¥ =max{Ep [u(z1,A)],...,Epu(zp,A)]}. (3.9) ELECTMZIH(I-g) AND N> -2

For a fixed inputz;, the exact computation aEp [u (x;, A)] ~ EXTRACTMPOINTS X; FROM X ACCORDINGTO pf

requires the solution of the integral associated with the expey, .. ;oo A, 7ROM D ACCORDING TO pf

tation and, in general, is very difficult. We resort then to ran

domization. Different from the fixed perturbation performance

verification case, here, we have two degrees of freedom whi

make the analysis more complex. The problem is close to tl

one discussed in [19] and [35] for obtaining a probabilistic roSELECT THE ESTIMATEFOR ¥ AS § = max{{, ..., P, }}

bust control design, provided that the inpubecomes the con-

troller. Draw thend/ samples fromX andN from D according Fig- 2. The procedure for selectifgaccording to-y-PACC.

to the respectivedfs; for any= € (0, 1) andé € (0, 1) and with

the samples choice D. Integrating the PACC Methodology in Future CAD
Environments

N
COMPUTE THE M VALUES }7,. = —I-Zu(x,- ,A,, );
k=1

M> né an n 2 (3.10) The two verification problems constitute the core of the
T In(l-e¢) T 2e? methodology for estimating, at high level, the performance
degradation of an embedded system characterized by a
Lebesgue-measurable computation.

we have that

R To apply the methodology, the designer has to provide:
Pr {Pr {ED [z, A] 2 P ! Ep [wi, Al + 5} = 5} =z 1) the reference computation described by means of a high-
s level formalism (e.g., a data flow description carried out
1-3 (3.11) with a C-like language);

2) the stochastic description of the input spate(or a
holds. Equation (3.11) states that “the set of points greater than number of samples as required by the Chernoff bound

the estimated valué has a measure smaller thah the state- extracted according tpdfx);

ment is true at least with probability— &/2. This implies that 3) the figure of merit measuring the performance loss, i.e.,

if the functionEp [u (z, A)] is sufficiently smooth then the es- the discrepancy between the reference computation and
timated valuey and the actual oné& are very close; we ex- the perturbed one;

perienced that this holds in all the envisaged applications as4) the perturbed computation in the fixed perturbation case
also verified in [19]. Wherd ande are sufficiently small (3.11) or the perturbation injecting points and the stochastic de-

becomes a nice approximation of the (2.8) and we obtain the scription of D in the nonfixed perturbation case.
ey—PACC formulation. The algorithm to computeis finally At this level, the main difference between the fixed and the
given in Fig. 2. nonfixed perturbation cases is only in point 4. In more detall, if
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Reference Computation ﬁ |PerturbedComputatjon g l Description of X’ @
@ )

l Figure of Merit é

X, pdf description:
n=2

x1 gaussian,

0 mean, 2 variance
x2 uniform [-1,1}

Data Flow High level
description: description:
[ya=add(x1,x2)+A

Xt x A\V4 /

v Computational accuracy
ey E———>> | estimates based on algorithms | B ieeerio"1]
‘ given in Figure 1 and 2. " kf; #f description: }
Ye 65 |:> A_ 3 i
J [ 0 mean, 3 variance :
& }

|Accuracy estimates
bnd?

Fig. 3. The high-level structure of the methodology applied to a simple example.

the perturbation is fixed what it is needed is solely the functican analog implementation and models the error affecting the
describing the perturbed computation (i.e., the embedded sadder as subject to a gaussgadf(e.g., he characterizes the tol-
tion) and we are asked to validate it by testing the discrepanesance of a resistor according to the production specifications).
between reference and perturbed computations. The verificati@ficourse, we could have considered the different description
aspect is carried out in SW by applying the algorithm given ipn = add(x1, 22+ 6x2) 4 6aaa, hence assuming that also vari-
Fig. 1. ablex2 is affected by perturbations (e.g., finite precision rep-

The second verification problem requires knowledge aborgsentation) in addition to the adder one. More in general, the
the placement of the perturbation injection points along the refesigner, having in mind a first prototypal architecture, intro-
erence computation and a stochastic description for each caitnees the independent perturbations at the output of the mod-
ponent of the perturbation vectd@r. The perturbation injection ules which will be locally affected, during implementation, by
points are identified by the designer on the reference commbhysical sources of uncertainty.
tation on the basis of a first high-level design of the solution. The mechanism described in Fig. 3 can now be integrated
The designer decomposes this embedded solution prototypevithin a CAD environment as depicted in Fig. 4 where a
modules and introduces at the output of a generic module anfgh-level iterative synthesis phase is presented. We denote
dependent perturbation where it is expected that the subsequmntabstract architecture” a perturbed computation obtained
physical implementation will introduce an independent sourdxy locating the perturbation injection points on the reference
of error. A perturbation must, in fact, abstract low-level sourceschitecture; in a sense, an abstract architecture abstracts a set
of uncertainties by means of its behavioral description (pleaskphysical ones by means of perturbations. For instance, the
also refer to the experimental section for an example showiagstract architecturgs = add(z1, 22 + éx2) + 8,44 abstracts
how to partition the application solution in modules and intraall implementations introducing uncertainties og and the
duce appropriate perturbations). To this end, we also note thadtler (e.g., finite precision representation/quantization) inde-
effects related to the propagation of errors along the compug@ndently from any technological details (for a deeper analysis
tional chain do not constitute an independent source of error arefler to [16]). If the abstract architecture refers to a fixed
therefore no perturbation variables are needed to represent quettiurbation case, then the perturbations present in the abstract
effects which are directly considered by the methodology. Alsochitecture are given, e.gy, = trunc(add(x1, trunc (x2)))
note that perturbations are not emulated in HW but simulatedwheretrunc is a truncate operator acting at some fixed bit level.
software as random extractions fronpdf. Let us analyze in more detail the synthesis flow of Fig. 4

The high-level structure of the methodology is depicted iby focussing the attention on the nonfixed perturbation case;
Fig. 3. By receiving application level descriptions about the reéxtensions to the fixed perturbation case are immediate. In the
erence computation and the perturbed computation, the methfigiire, continuous lines define the more natural path, dashed
ology provides an effective measure of the computational acdimes constitute alternatives which can be taken into account by
racy for the application. the synthesis strategy.

By referring to the simple example given in Fig. 3, the de- At first, the designer defines the nature of the application in-
signer wishes to measure the performance loss associated iits, the reference computation, and the performance loss figure
an embedded device whose task is to add inpltsndz2. The of merit. Afterwards, the designer, having in mind a first high-
designer is assuming that the input variables are not affectediéyel design for the embedded system, suggests an initial ab-
errors and that the unique source of error will be associated wittnact architecture by defining the perturbation injection points
the realization of the addition operator. The designer has in miad the reference computation and an initial valueffor
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| Injection points ﬂ | Describe D Q -
Provide an initial the abstract architecture is
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Provide the abstract
architecture and D to
lower CAD layers

4

Fig. 4. The high-level structure of the methodology and the interaction with a CAD environment.

In turn, the perturbation injection points and the completelection will end up with a new abstract architecture (at this
stochastic characterization @ define the perturbed compu-level we have simply to change the perturbation injection points
tation. At this point the performance loss estimation core oh the reference computation to abstract a new physical archi-
Fig. 3 can be activated and provides an effective performarneeture). Finally, when the solution is acceptable, we will pro-
loss “gamma.” If gamma is below a tolerated performance loggle the perturbed computation adel to the lower levels of
for the application “u_m,” then the perturbed computation ihe CAD environment. In fact, from the abstract architecture we
feasible for the application needs at least w.r.t. the accuracy can directly describe the structure of the final architecture, e.qg.,
quirement. If not, it simply means that the perturbed computhy representing in VHDL the modules composing the computa-
tionis not robust enough and that the perturbation strength, chi@mnal flow. The indications coming fror» will be used to syn-
acterized byvol(D), must be reduced (e.g., by increasing ththesize the moduleyhatever the final implementation will be,
variance of a gaussian distribution or the extreme of the interthk errors introduced by the implementation of the module must
for a symmetrical uniform distribution; see also [16]). This cabelong toD. In our simple casga = add(z1, 22+6z2)+64a4,
be accomplished by reducing the volumeloflit is interesting let us assume thdd is characterized by a symmetrical uniform
to note that when theol(D) satisfying the application per- distribution and that the largest perturbation domairsferand
formance requirement is extremely small the abstract architéga, have extreme values,; anda,.4, respectively. From [8],
ture can tolerate small perturbations. The associated moduleard by considering truncation, we have thdtandy can be
quires high resolution and a floating point representation migtntincated by removing the bits whose weight is belogy, ;1
be needed. Conversely, if the perturbed application is feasitd@dlog, a.q4, respectively. We have, at this point, all the ele-
it can be interesting to identify the largér still granting foran ments necessary to characterize the circuit in VHDL. A more
acceptable performance loss (if not we follow the dashed lin€pmplete formalization of the synthesis algorithm is beyond the
this can be accomplished by enlarging the volum@&ofVhen goals of this paper and is currently being studied by the author;
we have identified the maximu® still granting for an accept- the next section will show how the methodology can be applied
able loss, we have to verify if other application constraints ate support the designer in real embedded systems.
satisfied (e.g., we could move to lower levels of the synthesis
phase, simulate a final implementation, and test whether power
consumption and silicon area constraints are satisfied). If not,
we have to think about reducing (dashed line) or providinga Inthe experimental section, we present two examples to show
new candidate architecture for the embedded system. The laktew the PACC methodology can be used to estimate the per-

IV. EXPERIMENTAL RESULTS
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formance loss of an application. The first application refers to %
a core component of an optical character recognition (OCR gl S
system for a fixed style decimal digit classification, the seconc
to a wavelets-based algorithm developed for image compres ™f -
sion/processing.

@D
=3
T

oss (percentage)
8

A. A Neural Network-Based Application

A nontrivial algorithm based on a neural network classifier ot

. . . . 8 = N=1060
has been developed to cope with the nonlinear noisy envworg - =660
ment (noise can be generated by fax transmission and/or scanr 831 -+ N=6630

devices and significantly corrupts the digits). 200
The algorithm solving the application receives ad.00 pixel
matrix containing the digit as provided by an image segmenta o[
tion phase and classifies the digit accordingly. The neural clas , . ) , , ) ‘ ;
sifier has been optimally dimensioned w.r.t. performance anc  © %% 01 018 02 0% o> 0% 04 o 08
complexity [21], [22].
The final neural structure has 100 inputs, 30 hidden units, ang. 5. The performance logs = (o) function for the fixed perturbation
a single output neuron which ends in a complex nonlinear conase.
putation. We wish to compute the performance degradation of
the algorithm when the 3030 weights of the network are simul- While the performance logs= 4() for a given perturbation

taneously perturbed. The loss in classification (accuracy) PRk ides a measure of accuracy for the given computation only
formance is due to propagation of the perturbation effect upito correspondence with, thes = 4(c) function the perfor-

the classifier output. _ mance loss function for a set of perturbed computations, hence
We have to characterize first the inputs of the robustness layef,ehow representing an accuracy signature for the application.

as required in Fig. 3. In the specific application we have thg,qp, information can be used during the synthesis phase, e.g.,

following. by identifying on the curve an acceptable performance loss from
1) Reference computatiothe reference computation is theyhich we select the final realization.
neura'\l'computation implemented by the nonlinear neural Fig. 5 has been generated by considering a fixed vélae
classifier. 0.01 for the confidence parameter (i.e., 99% of confidence) and
2) Perturbed computatiarthe neural computation perturbedgiferent accuracy levels (= 0.05, 0.04, 0.03, 0.02 associated
by the presence of disturbances affecting the netwopth & = 1060,1660, 2950, 6630, respectively).

weights. _ Asafirstnote, we observe that the application is rather insen-
3) Description of:X: n = 100 (we have a 16« 10 one-bit  jtive to accuracy and confidence parameters since the curves do
pixel matrix). The distribution is uniform, in the sensg,qary significantly withV. Therefore, we should consider the
that an equal number of inputs is considered for each diglfest value ofV for testing the accuracy of the computation
class (each digithas the same probability to be generateghce it will grant reliable results. This comment is of funda-
Each image appears as provided by a scanner device. mena| importance to reduce the computational burden associ-
4) Figure of merit the considered figure of merit is 5iaq with the estimate of the accuracy loss for a class of appli-
the mean classification ej\(ror defined ov&f inputs 4tions.
as u(z,A) = N3 fy(@) —y(xi, A the Fig. 5 shows that the application is very sensitive to multi-
(ly () =y (x;, A)| function assumes value 0 if pattem i orive perturbations of some relevance. Once the magnitude
z; Is correctly classified, 1 otherwise). of the fixed perturbation increases above 0.05, we experience a
We examine now the two perturbation cases identified in Segignificant loss in classification performance for the given im-
tion 1. plementations. This is not surprising since the weights of the
The Fixed Perturbation CaseWe consider the weights of neyral network constitute the “knowledge space” of the model.
the neural network perturbed by a fixed perturbatidnsvhich  The obtained information about accuracy immediately tells
affects simultaneously the weights of the network according {@ that we have to represent weights with high accuracy to keep
the multiplicative modely, = w(1 + o); forinstanceg = 0.4 the loss in performance small. For instance, a finite precision
means that each weight is perturbed with a value up to 40% ofjiggresentation for the weights must not introduce a multiplica-
magnitude. The situation models the case where the chosen gslerror bigger than 0.05 if we want to keep the additional per-
given implementation introduces an error only on the netwofkrmance loss of the classifier smaller than 3%.
weights. We applied the fixed perturbations by adding a ran-The Nonfixed Perturbation Casefhe nonfixed perturbation
domly extracted value to the perturbation injection points arghse models the realistic situation in which the network weights
we consequently tested the computational accuracy by consided to be represented in a finite precision representation and,
ering the algorithm given in Fig. 1. The performance loss funéxence, perturbations span a dominid(ithe one abstracting and
tion ¥ = 5(o), obtained by considering stronger perturbationgjding the particular realization associated with finite precision
is given in Fig. 5. representations). Differently from the fixed perturbation case,
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Fig. 6. The performance logs = 4(o) function for the additive nonfixed Fig. 7. The performance loss = 4(alfa) function for the multiplicative
perturbation case. nonfixed perturbation case.

we have to characterize the perturbations affecting the com§rformance degradation is very rapid withi(D) . Therefore,
tation, here by assuming that the perturbation space is drivdreferring to Fig. 4, testing a new solution with an increased
by a zero mean gaussian distribution for additive perturbatiol@lumeD (which will lead to an additional bit saving for a dig-

and a zero mean uniform distribution for multiplicative perturt@l implementation) would reasonably not provide a tolerable
bations. loss in performance. Conversely, if the curves increase slowly

Jt,means that the application will be able to tolerate stronger

In fact, a gaussian additive perturbation nicely models . . o .
gaussi ive perturbat cety &ﬁfturbatmns (largevol( D)) and the designer will investigate

analog representation where the production process of a ¢

ponent is ruled by a gaussian distribution with zero mean an retcompacilless p_c:jwer—den(;an?w:g solutlo_ns. diat d
given variance2; such a perturbation is additive to the nominal =% ensions to consider mixed solutions aré immediate and re-

value of the parameter [13], here representing the weight quire a different characterization of the perturbation space as

Conversely, a digital representation for the weights introducggne in the last experlment. For the_neural ngtwork,_lf a weight
errors which can be modeled as being extracted from a u represented with an analog solution we will consider an ad-

form distribution [8]. In this case, it is reasonable to model th ftive perturbation model with a gaussigdf,, in the digital

perturbations as proportional to the weight magnitude (mulﬁpunterpart the model must be multiplicative with perturbations

plicative model). While a gaussian process is characterized@(lgadﬁg;?rg: d‘gEIO;T dd'tsggt:gfté?g' -irr:]tg T;figﬂdgﬁofzgfote?r{ d
mean and variance, a uniform distribution is characterized 9y P ! ' 9 9

the extremes of the perturbation interval. To formalize quan gital parts of the computation can be done directly ata system

zation techniques [8] we consider symmetrical intervals of e 2vel by acting on the perturbation nature.
tremeal fa. For instance, due to the multiplicative error model,
analfa = 0.1 means a maximum of 10% percentage error aB. Wavelets-Based Application
fecting the weights magnitude. It is interesting to observe that o
al fa controls the volume of the perturbation space. The final The second application refers to the development of an em-
loss function is the one suggested in (2.6) . bedded system for a quality analysis of steel cutting W|thilaser

Figs. 6 and 7 present the= #(c) and4 = 4(alfa) gamma (€chnology. The embedded system could be mounted directly
functions as identified by the PACC theories and, in particul? the optical head for an online processing and transmission of
by the algorithm given in Fig. 2. For each plot we considerd§rieved sensorial information to external storage systems. The
three runs with a fixed confidence level= 0.01 (99% of con- Still-under-investigation application has been carried out with
fidence) and different accuracy levels= 0.05 , 0.03, 0.009 TrumpfGmbH, Germany. We have discovered that the evolution
(M = 90, M = 152, M = 510, respectively). From the plots of the sparks jet over cutting time can solve the quality ana]ysm
we can see that the network is sensitive to small perturbatid@Plem. A set of features can be extracted from each retrieved
associated with both perturbation models and, therefore, the JBtage frame of sparks by means of wavelets transforms, while
turbed computation is rather critical in its finite precision rep? classifier provides quality analysis indications of the cut arte-
resentation. Nevertheless, the designer might accept a los$afff- FOrits large interestin embedded systems, and in particular
performance, let us say 10% if this is paid back by a low coft compression applications, here we focus the attention on the
(less accurate) analog component for the weights or a redudéd/elets core. As with the previous experiment, the inputs re-
number of bits for registers/memory (which implies area arfif'ired by the methodology are as follows.
power consumption). 1) Reference computatiothe reference computation is a

In addition, the designer, by exploring the structure of the  two-dimensional discrete wavelets transform (DWT) [36]
4 = 4(o) and¥ = 4(al fa) gamma functions realizes that the applied to the image pixels.
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Fig. 8. The reference computation, the identified subsystems, and the perturbations.

2) Perturbed computatiarthe DWT computation in which ture as explained in Section Il. Since there &are 16 indepen-
the output of each filte#- decimation module is affected dent subsystems we must consider 16 independent perturbations
by perturbations. affecting simultaneously the computation. The perturbation

3) Description of X: each input is a frame containing thespace is therefor® = {644}, 64n+; € [~Canti> Van+t;]
sparks jet associated with the cutting process (2266 wheren = 0, 1, 2, 3 indicates the considered transformation
grayscale pixel resolution). Ifsdfis the real one coming |evel, ; = 1, 2, 3, 4 indicates the addressed 1-D filter, and
from the cutting process, e.g., we have to consider asetqf , . is a generic independent perturbation extracted from a
images coming from the process (the cardinality of suglero-mean, symmetrical, and uniform distribution of extreme
set must satisfy the Chernoff’s bound). t4ny;. Chernoff grants that results are independent from

4) Figure of merit we considered the mean square error bghe number of addressed perturbation injection points. The

tween the original image and the perturbed one once PQsgare simulation can then be run to provide the accuracy
cessed by the inverse wavelets error-free tra”Sformat'chgradation indexes for the perturbation cases

As with [37] the 2-D DWT coefficients can be obtained by The Fixed Perturbation CaseWe consider a case in which

considering a 2-D filter bank with decimation and biorthogonzﬁ1e designer wants to test the impact of truncation-like oper-
wavelets, associated with 7 and 9 taps filters for the high-pass

and the low-pass subbands. The pixels composing the imageaapés ap.phed o the output_ of e"?“’.h ”.‘Odu'e- In way, the de-
first processed by rows with the 1-D filter and the outcome @gnermshes to test a possible digital implementation where the

further processed columnwise through an identical filter. ~ Unique source of perturbation affects the output of each compu-
A four-level multiresolution analysis has been envisaged fittional module (e.g., truncation of the final accumulator value
the application (the filtering procedure must be iterated folffhich impacts on the dimension of the word to be passed to
times to generate approximation and detail features). The higf¢ Next computational unit). Again, note that the analysis is
level structure of the computation is shown in Fig. 8 where L#0ON€ at the application-level (e.g., in C language); no VHDL
and HP stand for low- and high-pass filters, respectively. TI% VERILOG code needs to be written. The presence of a fixed
input imageC,, is filtered by rows (left segment of the Compuperturbation modifies the reference computation, which is dis-
tation) and the output is subsampled with a decimation facitgrted. Even if the perturbation is fixed, we have that different
2:1 (the downward arrows). Afterwards, the transformed imadjgPuts will generate different errors at that perturbation injec-
is filtered columnwise. This process iterates four times with tH#n points. To keep an immediate close relationship to the dig-
new input image being the outpGt,, of the previous itera- ital world, we considered a set of interesting fixed perturbations
tion. associated with truncation. In particular, we consider the case
We suppose that the designer wishes to study, at the very highvhich truncation acts and keeps bits whose weight is at least
level, an architecture in which each module (dashed rectang?€)(i.e.,n = 0 means that we truncate the fractional part of the
is an independent processing unit. Nothing is said about tedteal value, = 2 means that the weight of the first bit is 4). If
nology or the way modules will be internally configured or imthe integer part of the signal (the error free output) can be repre-
plemented. The high-level abstract architecture to be testedséited withl bits in a two’s complement notation, we have that
therefore composed of 16 independent processing moduleditconsidering truncation atwe can represent the output value
should be noted that the designer could have considered a difth { — n bits.
ferent folded abstract architecture, composed of a unique funcThe loss in performance associated with such perturbation is
tional unit implementing the 16 processing ones; of course theeasured by the MSE loss function as given in Fig. 9 where two
perturbation model and hence the abstract architecture woakperiments witle = 0.05, 0.03, andd = 0.01 are presented.
have been different. We note that there is no relevant difference between the two
At the output of each subsystem the designer injects aarves. This means that what we have obtained maximum ac-
independent perturbation variable modeling the fact that eaolracy of 100% since results are not strongly dependent on
module will be affected by physical errors. A uniform distribufFrom experiments we discovered that the embedded application
tion is considered for each perturbation for its conservative ngan support a performance degradation upft6 #/ = 400. As a
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‘ with all quantization operators, all architectures implementing
/ the module, and any source of error affecting internally the
/ module (provided that its effect at the module output belongs to
/ D). This comment has a fundamental impact on the synthesis
/ phase. In fact, if the'th module has associated the tolerated
f perturbation spac®;, then we can implement the module as
’f we please with any architecture, any technology, any finite
300k / . precision implementation, provided that its effective error at
/ the module output belongs ;. Dy represents the tolerable
200} f ] perturbation space for which the performance degradation is
/ acceptable.
100 A i For simplicity, we assumed that each of the 16 modules is
e subject to perturbations uniformly extracted from the same
, . [—alfa,alfa] interval (of course we could have considered
° Y peroatonveis funcetedtts] 4 different extremes). With such a choiedfa is the unique
parameter ruling the volume of the perturbation space. We
Fig. 9. The performance degradation for the fixed perturbation case. considered two experiments with = 0.067 , ¢ = 0.038,
andé = 0.01 from which we selected/ = 70 and 120,
; ' " N = 1068 and N = 3490, respectively. The performance
7 degradation function is given in Fig. 10. Since the application
== M=70,N=1060 / provides a tolerable loss in performance for perturbations with
sor 4 MSE below value 400, we can surely tolerate any perturbation
/ belonging to the 12, 12] interval, we have characterized
/" D; for the subsequent synthesis phase. Again, what we are
g asserting is true with probability 0.99 and 100% in accuracy
since the two plots are almost coincident. The designer can now
s open the black box associated with the module and think of
) the subsequent internal implementation at the application level.
/s Any solution will be acceptable provided that the induced per-
o formance loss belongs to the 12, 12] interval. Of course, the
00l e designer can apply again the methodology to the architecture
- composing the module and test its performance degradation
o b= , , . , , with the suggested methodology. Injection points, reference
2 ¢ d b e  ° 12 " ®  perturbations, will now be tailored to the filter decimation
computation according the architectural solution under test.

600

performance loss {MSE)

700+

........ M=120,N=3490

performance loss [MSE]
8 E-3 W
3 8 8
T T T
\,
~ .,
N,
~.
by L 1

N
8
T
N,

L

Fig. 10. The performance degradation for the nonfixed perturbation case.

V. CONCLUSION

consequence, the integer part of each module output can be refre paper introduces a methodology to estimate the perfor-
resented with-3 bits (the fractional part is not relevant at all)

. e ) ~“mance degradation of an embedded system once subject to per-
with a positive impact on memory size and power consumpti

X N . %lrbations. Perturbations are abstractions of physical sources of
As we already mentioned, in this very simple case the theory

. diatel ted b st vsis CAD tools. N URcertainties and, as such, hide all technological low-level de-
imMmediately supported by existing analysis 00IS. eveféil_s. For instance, perturbations can be associated with finite

tate that th ; I ind ﬁgreecision representations, parameter fluctuations due to the pro-
y(\j/e Cti'n 3 a eth atthe pter ormza_?r::el—oaé)%;:uracy 0SSN ;X we tion process, or battery power variations. To cover a large
identiied 1S the correct one wi 0 accuracy and a con pectrum of signal and image processing applications we re-

orsl , .
dence value of 99%(= 0.01). Such aresult is now reliable moved all the hypotheses presented in the sensitivity literature

and can be used safely in subsequent design steps. In add'tb only requiring that the figure of merit measuring the perfor-
we are sure that results are not biased to the particular set of ince loss is measurable according to Lebesgue. Two defini-

Fhuetstr?elzgis we have extracted them frpdf as suggested by tions for a probably correct computation have been introduced
- . - . which quantify the impact of perturbations on performance with
The Nonfixed Perturbation CaseAs we did in the first 5 polynomial time complexity. The derived performance—-accu-

experiment, we consider now the_ ”°.”f'xe°.' perturbaiion ca SCy indexes constitute relevant information which can be used
The problem addresses the situation in which the output of the ubsequent design steps

module composing the abstract architecture can be affectedc'
during its operational life by any possible perturbation, pro-
vided it is defined inD. The analysis is hence no more limited
to a specific perturbation (e.g., the one induced by truncationThe author wishes to thank Prof. M. Sami for her help and
as we did in the previous experiment). Now, we are dealirige fruitful discussion during the preparation of the manu-
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